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ABSTRACT

A sequence of parametric minimum problems related to a ”limit” minimum problem is considered.

A comparison on sufficient conditions given in [1] and [3] is studied.
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1 Introduction

Let X be a Hausdorff topological space and let
us consider, for any n € N, the following minimum
problems:

(M),, Find an element a,, € X such that
fnlan) < fu(b), Vb € X,
(M) Find an element a € X such that
fla) < f(b), Vb e X,
where f, : X - R, f: X - R.

The aim is to compare conditions on the “conver-
gence” of (f,,)n to f in order to obtain a convergence
result for the solutions of (M),, to solutions of (M).

We shall translate conditions given in [1] and [3]
to our specific problems. Generally, equilibrium prob-
lems deal with bifunctions g : X x X — R, therefore
we consider in particular g(a, b) = f(b) — f(a).

2 Main part

Proposition 1. Let (ay,,),, be a sequence of solutions
of (M),, and let a,, — a. Suppose that f is lower
semicontinuous at a and f,, f verify condition (C)ing

lim inf{ £, () — £(b) ~ fu(an) + f(an)] < 0¥ € X.

Then, limit a is a solution of (M).
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Proof. Letb € X be arbitrary. We have
0 < liminf[f, (b) — fn(an)]
< lirri;sup[ F(b) = flan)]
+lim inf (fa(®) = falan) — f(B) + f(an))
< limsup[f(b) — f(an)]
= f(zs = lim inf f(an) < f(b) = f(a).
O

Proposition 2. Let (ay,),, be a sequence of solutions
of (M), and let a,, — a. Suppose that [, [ verify
condition (C)sup

limsup(f,(6) = £ (1) = fu(an) + f(@)] < 0,0 € X,

Then, limit a is a solution of (M).

Proof. See [3] for the general case.

0< hmnsup[fn(b) — fnlan)]
= f(b) — f(a)
+limsup (fu(b) = fulan) = f(b) + f(a))
< ) - fla), Vbe X.
O]

It is evident that one can replace limsup,, with
liminf,, in (C)sup and the proof does not change.
Starting from the trivial situation when f = 0,
one can remark that (C)in¢ is less restrictive than



(C)sup so0 Proposition 1 can be applied although
limsup,, [f,(b) — fn(an)] > 0, for some b € X.

Condition (C)gyp implies (C)ins and lower semi-
continuity of f at a, when (a,), are solutions of
(M), and a,, — a. Chose b := a,, in (C)sup, hence
limsup,,[—f(an) + f(a)] < 0,ie. f is lower semi-
continuous at a.

Let us remind the definition of I'—convergence (see

(2.

Definition 1. A sequence (fn)n, fn : X — R is said
to I'-converges in X to f : X — Rif, forallx € X
one has

1. for each (x,), convergent to x it results in

f(z) < limninf fr(xn);

2. there exists a sequence (X, )neN convergent to x
such that

f(z) > limsup fp,(zn).

n

Suppose that ( f,,)nen I'—converges to f. Is condi-
tion (C)ine verified ? Let us try with the following
increases:

limninf[fn(bn) = f(b) = fulan) + f(an)]
< limnsup[fn(bn) — f(b)]
+ lim inf[— fo (an) + f(an)]
< —hrr%inf fnlan) + limninf flan)
< —f(a) + 1in}11nf flan).
The answer is yes if
lim inf f(a,) < f(a). (1

Take, for example, f,(z) = —cos(2mnx), v €
[0,1] = X.In this case (f,), I'—converges to the con-
stant function f = —1 so (1) applies trivially.

Take f,(x) = fi(nz),x € R = X, where fi(z) =

l,z=1

-l,z=-1 Then, (f,) I'—converges to f,

0, otherwise .

0 0
where f(z) = ’1 z 7 0 Remark that (1) does
-1, z=0.

not apply since
liminf f(a,) =0 > —1 = f(0).
Condition (C);ip¢ is not verified. Indeed, a,, = —1/n

are solutions for (M),,, a = 0 is the solution for (M)
while, for b = —1 we have

lim inf[f,,(—1) = f(=1) = fu(=1/n) + f(=1/n)]
=0-0—(=1)40>0.

In this case, the conclusion in Proposition 1 is obtained
by Theorem 1.21 in [2]. It is worth nothing that in
Proposition 1 there are no compactness assumptions.
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3 Conclusions

The notion of I'—convergence is a powerful tool in
the study of variational problems. It involves the study
of parametric minimum problems. We tried to take a
closer look to this type of convergence, known also
as epi-convergence, when we particularized the para-
metric equilibrium problems in [1] and the parametric
quasivariational inequalities in [3].
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