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ABSTRACT

The purpose of this paper is to introduce the weighted overdetermined

linear systems and to solve them in the sense of the least squares method
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1 Introduction

Let us consider the real matrix A = (a;;),_15,, and
j=1ln
the real, transposed arrays * = (z1,Z2,...,7,)7 €

R"™ and b = (by,bo,...,by,)T € R™, respectively.
The linear system A - © = b is called overdetermined
linear system, if m > n. Generally, the overdeter-
mined linear system is incompatible, i.e. doesn’t ex-
ist an array z* = (a3, 2%,...,25)T € R" such that
A-z* = b. Itis well known to obtain the solution of the
overdetermined linear system using the least squares

method, see for example [1] and [2].

2 Main part

Let us
(p17p27 v

consider the weight array p
,pm)T € R™, where p; >
for every ¢ = 1,m. We denote by ,/p
(VP1,\/D2,---s/Pm) € R™ and for the vec-
tors * = (z1,29,...,7,)7 € R™ and y =
(Y1,Y2,---,Ym)T € R™ we introduce the following
productz @y = (1 - Y1, T2 Y2, -+, T - Ym) € R™.
Let us take the weighted matrix A, = (\/Pi*@ij);—7m>

ol

=1,n
and the weighted vector b, = \/p® b € Rgn. So
to the overdetermined linear system A -z = b
we can attache the weighted overdetermined lin-
ear system A, - x = b, It is immediatly that
these two linear systems are equivalent.  This
means that, generally, the weighted overdetermined
linear system is incompatible, i.e. doesn’t exist

an array r* = (z},25,...,25)T € R" such
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that A, - z* = b,. For this reason, instead of
the classical solution z*, we consider such array
T = (Z1,Ta,...,T,) € R™ for which the function
[ R" - R, f(z) = ||A, - @ — by||?, takes the
minimal value, where || - ||, means the Euclidean
norm on the space R™. The array T € R"™, which
minimizes the function f, it is accepted like the solu-
tion of the overdetermined linear system A, - * = b,
in the sense of the least squares method. We can
observe that f(x) > 0 for all x € R"™ and the
minimal point T € R"™ verifies the following system
of equatiorﬂvith partial derivatives ngk(f) = 0 for
every k = 1, n. We calculate the partial derivatives:
af n m
pr 22' Z\/E-aijzj—\/p?bi
=1 Jj=1
\/]77, c Qi = 07
and we obtain

m

n
D Vb ai | D V/pi-aigz; = /pi-bi | =0
i=1 j=1
for every k = 1, m. This linear system has the matrix
form AT'-(A,-2—by) = Ogm. This is a Cramer’s type
linear system with n equations and n unknowns, so
7 € R™ will be the classical solution of this Cramer’s
linear system. Consequently the classical solution T €
R"™ of the linear system (A7 - A,) - = = Al - b, it s
accepted like solution of the weighted overdetermined
linear system A, - © = b, in the sense of the least
squares approach.



Next we show that the stationary point T € R",
which verifies the relation (A7 - A,) -2 = A - b, will
be the minimal point of the function f.

Theorem 1. If A, is a matrix of type n x m, by is
a column matrix of type m x 1, and T € R™ is the
classical solution of the linear system A; (A —
by) = Orm, then for every y € R™ we obtain ||b, —
Ap -T2 < by — Ap - yll2-

Proof. We denote the residual vectors with 7z = b, —
Ap,-Tand ry, = b, — A, - y. Then we have r, =
bp—Ap-y=b,—Ap, T+A, T-Ay,-y=rz+4,-
(Z — y). Now we use the well known formulas for the
transposed matrices and we get: 7 = (rz + Ap(T —
y)T =1L+ (T —y)T AL. Consequently taking the
scalar product on the space R™ we obtain:

7“5 Ty = (7“% +(z— y)TAz;) (rz+ Ap(T —y))
ke + @ —y) AL e+
+ oz AT —y) + @ —y) AL AT ).
But AT - rz = Ogm and rZ A, = (Al'rz)" = Opm. So

we can deduce that r} -, = rL . rz 4 ( — y)T AL -
A, (T —y). Using the definition of the Euclidean norm
itis easy to deduce that ||r, ||3 = . -r,. Consequently
Irylls = llr=l3 + [ 4p(@ = 9)[13 = [Irzll3, what we
must it to prove. O

The linear system (Al - A,) -2 = AT - b, can be
solved by Cramer’s rule from theory of determinants
for n € N* small natural numbers, but in other cases,
for n € N* great natural numbers we can use numeri-
cal methods of linear algebra.

Consequence 1. [f we choose the weights p1 = ps =
... = Dm = 1, then from our theorem we reobtain the
well known result for overdetermined linear systems.

Example 1. Ler us consider the following overdeter-

r+y=2
mined linear system: § x + 2y = 3
2r4+y=4
If we solve the linear system Ty =2 then
r+2y=3
we receive the solution x = y = 1, which doesn’t

verify the last equation: 2z + y = 3 # 4. We obtain
the same conclusion if we calculate the characteristic

11 2
determinant: |1 2 3| = 1 # 0. So our overdeter-
2 1 4

mined linear system is incompatible and does not have
classical solution. We attache to this overdetermined
linear system the following weighted overdetermined

VD1 T+ \/P1-y=2-\/p1
VP2 x+2p2-y=3-/p2
2p3s-x+\/p3-y=4-,/p3

We consider the function f : R? — R, f(z,y) =

linear system:
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pr-(@+y—2)%+po-(x+2y—3)°+p3-(2z+y—4)2

of
. 3.\, Y) =
and for the linear system gﬁ( )
{(Pl+P2+4P3)'I+(P1+2P2+2P3)'y:2P1+3P2+8P3
(p1 + 2p2 +2p3) - = + (p1 + 4p2 + p3) - y = 2p1 + 6p2 + 4ps.
3, n = 2

2 \/p1

we obtain:

In another way we get m

VL Py

Ay = VP2 2-\p2 |, by = [ 3-yP2 |,
2-yp3s  /p3 4-\/ps
o AT . A — (PrTp2tdps pi+2p2+2p;
ooy p1+2p2+2ps  pr+4p2+ps3
2p1 + 3p2 + 8ps3
T
and A, - b, <2p1 4 Gpy+ Aps ) Hence our

system AT . A, -z Al b, is the same:

p1+p2+4ps p1+2p2+2p3\ (@ _
p1+2p2 +2p3  p1+4p2 +p3 Yy

2p1 + 3p2 + 8p3
. We denote
(2101 + 6p2 + 4ps3

A~ | Prtp2tdps pi+2pa+2ps
p1+2p2+2p3 p1+4p2 +ps
A — | 2P1+3p2+8ps p1+2p2+ 2p;
¢ 2p1 +6p2 +4ps  p1+4p2 +p3
A | Prtp2t4ps 2p1+3pa+8ps
Y p1+2p2+2ps 2p1+6pe +4ps |’
We have the classical solution x = % and y =

AA*’ . So our weighted overdetermined linear system ad-
mits the solution x = % and y = % in the sense
of the least squares approach. For the particular case
p1 = pa = p3 = 1 we obtain z = %andy = %,
which is the solution of the initial overdetermined lin-
ear system in the sense of the least squares method.

3 Conclusions

In this paper we extended the least squares method
from overdetermined linear systems to weighted
overdetermined linear systems.
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