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Abstract 

The efficient human-machine interaction is an essential and current problem of computer 

science. The paper presents a gesture recognition method which applies optical flow 

calculation and an aggregation for obtaining a heatmap-like representation of the motion 

trajectories. After the overview of the image processing workflow, the paper introduces six 

symbols for providing some measurements. The described experiments show the robustness 

of the method against color, shape and time variance. 
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1. Introduction

The research of the proper human-computer 

interaction is one of the fundamental problems of 

computer science. The motivation behind them is to 

find the most natural way of the communication with 

the help of machines. The increasing number of 

Augmented Reality and Virtual Reality applications 

signs the relevance and actuality of the presented topic. 

Furthermore, many publications emphasize the 

importance of hand gesture recognition [1, 9, 10]. 

The goal of this paper is to provide an alternative 

method for solving the symbol recognition problem 

where the input is a video stream. In the considered 

scenario the user draws various symbols into the air in 

front of the camera. (Many researches use depth 

images as an input [3, 12, 15].) There is a set of 

predefined symbols. We have to provide an image 

processing method and a classification algorithm 

which can guess the symbol with sufficient accuracy. 

The proposed symbol recognition method uses 

motion flow information for estimating the recently 

drawn symbols. Compared to the classical object 

tracking methods it has the following advantages and 

disadvantages. 

The main benefit of this approach is the shape and 

texture invariance. Most of the available methods 

combines shape detection and object tracking 

techniques [4, 5, 14]. Therefore, the reliability of the 

symbol recognition depends on the accuracy of these 

two different steps. 

An object detection and a pose estimation method 

can provide detailed information about the tracked 

object [7, 11]. In our use case these informations are 

ignored. It means that, our system is unable to 

differentiate between a human hand and an arbitrary 

pointer device on the images. 

2. Video Processing Method

The processing of the video stream is a multi-step 

process. The video stream is the sequence of coloured 

images. We call these images as frames. The format 

and the resolution of all frames are the same. The 

elapsed time between two sequential frames can be 

considered as a constant value. Let see the overview of 
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the proposed method in Figure 1. 

We consider only that use cases, where the hue of 

objects on the images do not provide significant 

additional information in the aspect of gesture 

recognition. Our experiment suggest that the usage of 

grayscale images is sufficient. There are different 

methods for the grayscale convertion. The selection of 

them does not play key role in the further processing 

steps. In Figure 1 the grayscale frames represent this 

processing step. 

We would like to reduce the effect of light 

condition changes. Some of the video capturing 

devices have capability to adapt to them. It helps to 

improve the image quality in the typical use case, but 

also means that any local intensity changes affect 

intensity changes globally. Fortunately, the estimation 

of motion vectors will eliminate this kind of noise 

automatically. 

On sequential frames we can observe that some 

regions of the image are changing their positions. It 

does not necessarily match with the position changes 

of the real objects of the captured scene. Theoretically, 

it is possible to estimate the motion vector for any 

point of a frame. Therefore, it results a vector field on 

the domain of the image. 

The presented gesture recognition method based on 

the estimation of these motion vectors. The following 

paragraphs mention the reasons which makes the 

estimation task difficult. 

The motion is not a well-defined term in the topic. 

It is an intuitive concept without a strict mathematical 

foundation. The estimation of a motion vector at a 

point requires the current frame and at least the 

previous one. On the analogy of interpolation methods, 

we could take into account more preceding frames. 

Expectedly, the larger count of frames are unable to 

cause significantly better precision. 

The frames are rasterized images. In our case it is 

enough to estimate the motion vectors only in some 

specific positions. We have to select the tracked parts 

of the image. All parts should have exactly the same 

shape and size. The segmentation of the image by a 

squared, equidistant grid is appropriate. Moreover, it 

provides a more convenient calculation scheme. The 

grid size is a free parameter of the method. 

The OpenCV library contains the implementation 

of an optical flow method of Lucas-Kanade [2]. In our 

configuration 

 the window size is 50×50,

 the maximal level of the image pyramid is 2,

 the iterative search process termination

criteria is 𝜀0.03 and

 the maximal count of iteration steps is 10.

The resulted motion vectors can be represented on the 

domain of the frames as scaled vectors from the 

predefined grid points (Figure 1, Motion vectors 

frame). 

The implementation details of the optical flow 

algorithm and the tuning of proper parametrization is 

out of the scope of our current research. 

The estimated motion vectors describe the drawed 

symbol between two sequential frames. For higher 

level view we have to aggregate the vectors. A 

straightforward method of the aggregation is the usage 

of matrix which resembles to a heatmap. (We can 

found similar approaches in the literature [6, 8].) 

Fig. 1: The main steps of the presented image 

processing method 

Let consider only the measure of the motions which 

is available as the lengths of motion vectors. The 

aggregation of these values in a specific time interval 

results a matrix. It is suitable as the features of the 

analyzed gesture. 

The length of the drawn symbols (in time) can be 

differ significantly. We can apply temporal filters for 

solving this issue. In its simplest form it is able to 

recognize the time points where a gesture has finished 

and a new has started. In this way, after a successful 
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time segment detection the symbol recognition task 

becomes the classical pattern recognition problem. 

We define the ideal patterns in the resolution of the 

grid. We can estimate them from samples and use as 

references for classification. For instance, by 

calculating the mean of element wise squared 

distances, the symbol of the closest reference matrix 

will provide the recognized gesture. 

Fig. 2: Set of the selected symbols for 

gesture recognition 

3. Results

For checking the effectiveness of the proposed 

method, we have defined six symbols (see Figure 2). 

The red dots note the starting point of the symbols. We 

have recorded six videos with 9-9 occurrences of them. 

(These samples created by two presenters. There are 4 

samples from the first and 5 samples from the second 

presenter for each symbols.) 

We have applied an equidistant orthogonal grid 

with 18 rows and 24 columns. Therefore, the matrices 

of the motion vector lengths and the heatmaps are 

18×24 sized. 

In Figure 3 we can see the measure of the average 

motion between the frames of the samples. The 

average motion estimated between any two sequential 

frames of the video as the mean of the lengths of the 

motion vectors at the grid points. (The red lines in 

Figure 3 separates the samples of the first and the 

second presenter.) 

Fig. 3: Mean of the motion vector lengths in the 

six video samples 

As we can see, the shape of the measures of the 

recorded gestures are reasonably similar. However, in 

particular cases (for example the first occurrence of the 

nabla symbol) there are some peaks. Instead of 

filtering this kind of noise, our method aggregates the 

vector lengths the specific time intervals. 

The gesture recognition algorithm has to find the 

start and finish time of the gestures. We used a simple, 

but fairly robust heuristic. We have defined a threshold 

value for the minimal amount of average motion 

(denoted by μ) and a threshold value for separating the 

gestures in time (denoted by τ). The algorithm 

classifies the heatmap when the mean of the motion 

vector lengths are lower than  μ at least on τ number of 

sequential frames. (Naturally, we can use seconds 

instead of frame count.) We use μ=2 and τ=25 as 

experimental values. After, the heatmaps are obtained 

as the sum of motion vector lengths matrices on the 

segmented time intervals. 

In the followings, we show two-two examples of 

the heatmaps at some video segments. 

Fig. 4: Heatmaps of circle gestures 

In Figure 4 we can see sample heatmaps of the circle 

gestures. 

Fig. 5: Heatmaps of square gestures 

These heatmaps do not provide the drawn symbols 

directly, because there are many incidental motions 

near the virtual drawing point. 

Two heatmaps of the square are in Figure 5. They 

are slightly different than the heatmaps of circle 

gestures. We can expect it, because the circle and 

square symbols show similarities. 

Fig. 6: Heatmaps of triangle gestures 
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Fig. 7: Heatmaps of nabla gestures 

The Figure 6 and Figure 7 present samples for the 

two types of triangular symbols. These results suggest 

that, the triangle and nabla symbols can be 

distinguished with high confidency regardless of the 

similarity of symbols. 

The samples of plus and x gestures (in Figure 8 and 

Figure 9) reinforce that the selection of the symbol set 

was proper for the mentioned feature extraction 

method. However, the heatmaps do not resemble to the 

symbol of the gesture, but the resulted features can be 

distinguished visually and by machine also. 

Fig. 8: Heatmaps of plus gestures 

Fig. 9: Heatmaps of x gestures 

For checking the reliability of the heatmaps for 

gesture recognition, we have chosen a simple 

classification method which predicts the 

corresponding symbol of the given heatmap. It 

calculates the euclidean distance of the normalized 

heatmaps and finds the closest from the available 

samples. After, the algorithm uses its symbol as the 

prediction. 

The first sample set has 24 heatmaps (4-4 samples 

for the 6 symbols). In 21 cases the predictions were 

correct. In a case, it has predicted a triangle instead of 

a circle and in two other cases, it has predicted also 

triangles instead of x symbols. 

The second sample set contains 30 heatmaps (5-5 

samples for the symbols). In 28 cases the predictions 

were correct. In one case, the algorithm has predicted 

a nabla symbol instead of a square, and in an other 

failed case, it has predicted plus symbol instead of x 

symbol. 

4. Discussion

The proposed method applies motion vectors as the 

primary features for gesture recognition. It makes 

unnecessary the classical image filtering and noise 

reduction steps. The parameters of the algorithms are 

intuitive and verifiable. In the presented samples we 

have obtained acceptable results by using experimental 

values. 

The accuracy of the gesture recognition is highly 

depends on the selection of the symbols. We have 

chosen six symbols for experimentation. For larger 

number of symbols we have to measure the distance of 

the symbols in the feature space. (The study of proper 

symbol set selection is also can be a further research 

direction.) The separation of gestures has resolved by 

a measure and a time threshold. One of our assumption 

about the recognition problem is that the gestures are 

separated well. In other cases it worth to apply more 

complex models (for instance the dynamic time 

warping method [13]). 

5. Conclusions

We have presented a gesture recognition method 

which uses motion flow calculations and heatmap-like 

aggregation for feature extraction. The method does 

not rely on the shapes and colors of the drawing object. 

By the proper selection of temporal filter the 

recognition can be invariant to the speed of symbol 

drawing. 

The method calculates the heatmaps in the same 

way for any symbol. The feature extraction method is 

flexible, but the proper selection of symbol set remains 

the responsibility of the presenter. 

The reliability of the gesture recognition depends 

on the homogeneity of the samples. The change of the 

scene or the presenter object can result significantly 

different heatmaps. 

This kind of gesture recognition is suitable for 

human-machine interaction, for instance as the visual 

input processor of Augmented Reality applications and 

mobile robot control. The usage of the proposed 

method is beneficial, where the changing of light 

condition, the low video image resolution or the 

limited processing power cause difficulties for the 

widely-used approaches. 
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