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Abstract 

Human-like agents are becoming more and more common. However, the usefulness of these 
agents depends to a large extent on the naturalness of their movements. The classification 
procedure presented in this article aims to increase the naturalness of the head movements 
of human-like agents. The method is capable of estimating the vertical range of head 
movement from the speech sound alone, and thus allows a final phase amplitude correction 
of the generated head movements of virtual talking heads in order to increase naturalness. 
The advantage of the method, is that it does not require visual information, works for general 
subjects, its precision and effectiveness can be improved by defining further classes, and it 
can improve the naturalness of any head movement generation method’s output by a 
posterior amplitude scaling. 
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1. Introduction 

Several studies have shown that a head movement 
synthesizing system can be made using different sound 
information as input and little information from visual 
information as ground truth [1]. Previous research [2] 
has confirmed that the goal is not to make head 
movements as close to the original as possible, in the 
sense that the degree of naturalness of the movement 
cannot be a measure of similarity to the trajectory of 
the ground truth. This observation coincides with 
initial qualitative feedback on neural network 
synthetized head movements from different subjects 
[3]. In the course of the initial examination, it was 
clearly demonstrated that instead of the similarity of 
the generated head movement’s trajectory to the 
trajectory of the original (recorded) movement, a 
maximal head movement amplitude which is close to 
that of the original one, results in a more natural-like 
impression. This finding led to the research for 
determining head movement amplitudes from sound 
information, where estimated amplitude value can be 
used for automatic amplitude-correction of neural-
network-generated head movements. In addition, with 
the expectation that the solution should not require 

visual information. 
An important publication on automatic motion 

generation, comparing the results of other authors and 
their methods’ limitations is by Zhou et al. [4]. In this 
paper, the authors point out that a major problem in 
generating lifelike motion of virtual talking heads is 
that the very basic sound information quantities alone 
are not sufficiently correlated with the motion, making 
the generation of lifelike (e.g. proper amplitude) head 
motion based on only sound a difficult task. 

The above authors also refer to the work of 
Hyeongwoo Kim et al. [5], where the authors 
investigated that a large degradation in quality of 
motion generation is caused when the 
estimated/generated motion range is outside the 
motion range of the training samples of the given 
movement generation system. This also confirms the 
importance of estimation of head movement amplitude 
from the sound (and of course using this in the motion 
generation process). 

The goal of the proposed classification method is 
to determine the maximal vertical head movement of 
subjects in spontaneous sentences only from the sound 
samples. By using the classification, it is possible to 
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reduce the latter problem when generating realistic 
head movements of virtual talking heads or humanoid 
robots, using the method to automatically correct the 
range of the generated movement. In addition to this 
main advantage, the high correlation value between 
head motion ranges and the derived voice information 
quantities used in the classification, can be a starting 
point for further developments. 

The first part of the paper introduces the 
methodology and describes the classification, which is 
followed by the application of the introduced method. 
The third part deals with the results, features, and 
novelty of the method, followed by the examinations 
of class-wide correlations and the count of the 
variables. Finally, a unique outlier detection procedure 
is introduced whose role is to further improve the 
efficiency of the classification method. 

 
2. Materials and methods 

The chapter describes the collection and analysis of 
samples as initial steps. After, it presents the details of 
the classification procedure. 

1.1. Sample collection 
The goal of the classification method is the 

classification of vertical head movement amplitudes 
from sound information, with boundaries set at 15, 25 
and 50 pixels. Pixels were chosen as the unit of 
measurement due to the goal of making the 
classification possible for a wide variety of 
subjects/speakers (a large quantity and heterogeneous 
types of subjects needed to be involved in this study). 
Therefore, it would not have been impractical to 
require samples taken in a controlled environment, 
which is a necessary precondition of estimating angles. 
Besides this, pixel-based measurement makes it easier 
to further expand the database for possible 
improvements. 

In order to obtain the samples – taking into 
consideration the previous statements – YouTube 
videos were used as input, with heterogeneous 
(different age, sex) subjects speaking spontaneously in 
front of a camera. The head movements of whom were 
even more natural without having markers on their 
faces.  

The samples were extracted from the videos, with 
each sample being one sentence. It was expected that 
any body movement made by the speaker while 
speaking the selected statement should be considerably 
less (in pixels) than the head movement during the 
given sentence. 

For the establishment of the classification method, 
450 samples were used with sound and visual 
information.  Each sample consists of a set of data 
extracted from one sentence in a given video that 
satisfies the previously described conditions. Figure 1. 
shows the video information extraction process for 
these samples. 

 

 
Fig 1. Video information extraction 

In addition, a further set of approximately 450 
similar characteristic samples (heterogeneous subjects, 
spontaneous speaking, each sample being one 
sentence, etc.) were made for testing purposes. For the 
two sets together the average duration of the sentences 
was 6.32 seconds. In the whole sample database, no 
more than 5 samples are produced by one subject in 
order to avoid sample bias due to any idiosyncratic 
characteristics of speakers. 

1.2. Sample analysis 
The maximum of the vertical head movement was 

given by an eye-tracking method whose results were 
corrected manually frame by frame. After this step, the 
movements were scaled to a 50-pixel distance between 
the eyes, resulting in the distribution of head 
movement measures that can be seen in Fig 2. 

 
Fig 2. Motion intervals 

 
The sound input of the classification was partly 

directly extracted values (for example average of 
intensity, or variance of FFT transformation of the 
intensity). On the other hand, other sound information 
values were derived from them on empirical basis. 
Thus, the total count of the basic and the derived sound 
information values was 29.  These together were used 
in the class-defining production rules. The extracted 
properties can be seen in Table 1 in the Appendix. The 
purpose of the constants is transforming the values to 
the same interval as others.    

Properties 𝑃 , 𝑃 , and 𝑃 were the sample 
identifier, the measure of movement and the size of the 
head so these were not used in the production rules, 
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thus from 𝑃  to 𝑃 , altogether 29 sound information 
properties were represented in the rules of the classes. 

1.3. Classification of samples 
The classification method partitions the feature 

space by hyperplanes, which is a well-known approach 
of the expert systems. We can determine the set of 
considered points in the feature space by defining 
production rules. In fact, these rules provide the 
intersection of the half-spaces expressed by 
conjunction operators. 

With the above mentioned 29 sound information 

properties, class production rules were made from the 
whole sample database, where the values of the 
properties that belong to a class (typically 4-5 per class 
from the available 29 properties) are in a minimum-
maximum range. The samples which are the member 
of a specific class also have the common feature of 
their maximal movement amplitude being within a 
specific domain. Altogether 74 classes were defined 
with this method (Fig. 3). 

 

Fig 3. The constructed classes 
 

Let 𝑃  an arbitrary property, 𝑗 ∈ 𝑁. We use 
comparison operators for defining statements with the 
corresponding hyperplane. For instance 𝑃 , 20 means 
that the statement is true, when 𝑃 20. Let define a 
production rule as a logical formula of these 
statements, 𝑓:𝑃 → 𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒 . The production rule 
also refers to the estimated classes. Therefore, we can 
formalize the set of our rules as the 𝑅set of 𝑓 , 𝑐  
pairs, where the 𝑓  is a logical formula on the domain 
of audio features and 𝑐  is the corresponding class. In 
the classification process, a sample can belong to 
multiple classes. 

In the next step, for movement amplitudes of 0-15 
pixels, 0-25 pixels and higher than 25 pixels, 3 major 
motion groups were defined containing the previously 
described 74 classes. The fourth – greater-than-50-
pixel – movement amplitude group contained only a 
few samples at this stage and not included in the study.  

If the property values of a sound sample satisfy the 
rules of any of the minor classes out of the 74, the 
sample is regarded as part of the class. The fact of 
belonging to a minor class gives an estimation for the 
maximal vertical head movement of the sample 
because every minor class belongs to one of the three 
large motion groups. With the sum of these, the 
method at present gives an estimation for the 
maximum vertical movement in 76 % of the samples. 

For example, if the sound information values can 
be extracted from the sample named 𝑃 𝑃  (as can 
be seen in Table 1 in the Appendix) then if 𝑃 160, 

𝑃 70, and 𝑃 200, then the sample belongs to 
class 17 from the 74, which belongs to the major group 
of movement measuring less than 25 pixels. 

The production rules contain “or” and “and” 
operators in 13 of the 74 classes, and only the “and” 
operator in the others. The constants of the rule base 
determined for their adjusted values fulfil the 
requirement of having the possible minimal number of 
classification errors. 

 
We regard a sample an outlier when it satisfies the 

rule of a minor class but is an outlier regarding the 
movement interval (i.e., by not belonging to the 
movement measure of the major group that the minor 
class belongs to). In order to obtain the smallest 
number of outliers, the values determined by the 
observation of the data set were machine adjusted. An 
example of the adjustment can be seen in Fig 4. 

 

 
Fig 4. Example of adjusting the constants of a class rule 

 
While Fig. 4a shows the number of samples that are 
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correctly estimated with the actual value of the class 
properties, Fig. 4b shows the number of misclassified 
samples with the same property values. It can be seen, 
that choosing the values to 𝑃 160, and 𝑃 70 is 
reasonable, because the number of correctly estimated 
samples reaching the value of 20, while the count of 
the misclassified samples still remains at the 
minimum. The adjustment was carried out with the 
same method for the other 73 classes. 

The minor 74 overlapping classes under the three 
major groups in specific features – bearing in mind that 
a sample can belong to more than one class – are 
similar to the entities in the methods of biclustering [6] 
or coupled two-way clustering [7]. These methods and 
this one also have a common feature of finding a subset 
or group of samples with similar characteristics where 
the group can be described by an interval of a subset of 
the features available. In our case, a similar 
characteristic is the movement amplitude in every such 
group. 

The samples belonging to a class that is in the 
major group of 0-15 pixels are scaled to 7 pixels, while 
the samples belonging only to a class in the major 
group of 0-25 pixels are be scaled to 13 pixels (the 
median of the class-defining samples’ movement). The 
samples in the group of greater-than-25-pixel 
movement scaled to 36 pixels. If a sample belongs to a 
class that is in the major group of 0-15 pixels measure 
of movement and also to a class that belongs to the 
major group of 0-25 pixels, the more restricted group 
is the relevant. Figure 5. shows the classification 
procedure in the form of a high-level diagram. 

 

 
Fig. 5. Classification procedure 

3. Results and discussion 

This section describes the uniqueness and accuracy 

of the method, followed by the consideration of high  
correlation values in the classes. The aforementioned 
are followed by an outlier detection procedure that 
improves the method. 

2.1. Comparison on accuracy and novelty 
Some early head movement synthetizing methods 

were clustered head motion patterns of 1-2 actors [8]-
[10], and Hidden Markov Models were trained for each 
cluster. However, previous works showed that frame-
wise clustering as the first step of the movement 
generation is not the best approach [11]. The proposed 
classification solution – as stated above – not using 
classification in this manner. Any head movement 
generation procedure can be supplemented with the 
proposed classification (as a final step), if the 
generated movement amplitudes can be scaled by a 
constant value calculated by this classification method. 

There have been other attempts (though not with 
this goal) to produce an implicit estimation for vertical 
head movement amplitude. The accuracy of it can be 
calculated from the rate of the generated movement's 
amplitude and the ground truth [1], [2]. However, their 
common feature is that the generated head movements 
were constructed with a few subjects and that the 
multiplier between the synthesized movement 
amplitude and the ground truth in a one-sentence 
interval was 2-10 in the worst case among the 
presented examples. This ratio can even reach 60 [12], 
and as the latest result by Matthews et al. [11] can be 
around 7 according to their example. The previous 
authors' future goal is seeking a generalization of their 
method and predict speakers from outside their corpus. 
Some methods also need ground truth visual 
information from the beginning of the estimation [2] 
or from the previous position from the head [9]. Zhou 
et al. [4] constructed a method for movement 
generation that is different from the above mentioned 
ones as it uses only one visual frame, however it 
focuses only on the lip (and surrounding area) 
movement generations, and has other limitations. In 
contrast, the classification method proposed here is 
constructed for various subjects and does not use 
visual information for head movement estimations. 
The proposed method is generalized in the manner that 
is constructed for various subjects and works for the 
subjects outside the corpus (except for high emotional 
cases – the analysis of such cases will be a part of a 
further study). Its largest estimation error – in case of 
correct classification – can reach (in the worst case) the 
8-10 multiplier, only if the largest amplitude in the 
sentence is minimal (1-2 pixels) while the sample can 
only be classified to one of the 0-25 pixel movement 
interval group’s classes and to none of the 0-15 pixel 
movement interval group’s classes. In that case, the 
amplitude is scaled to 13 pixels (because of the 0-25 
pixel group). Situations like this occur in less than 12 
% of the samples. Furthermore, the amount can be 
decreased further by defining more classes in the 0-15 
(or even shorter) pixel range – what lowering the 
chance of a sample with a few pixel motions being only 
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in a 0-25 pixel interval group. 
A further result in this area [13] can be attributed 

to a group of researchers who (as in the previous 
example) also use mouth movements on the one hand, 
and individual head movements of selected subjects on 
the other and generalise from this. In many respects, 
this leads to a natural solution, but - for example - the 
large head movements (and possibly other special 
features) of some subjects in the training samples in 
some cases lead to unnaturally large head movements 
in practice. However, this could be corrected by using 
the present method as an amplitude limiting block. 

The rate of the generated and ground truth 
amplitude in the proposed method is comparable with 
the latest other researches, while this one not using 
visual information, generalized regarding the subject, 
furthermore, the solution is not limited to its current 
state, but can be enhanced by the definition of new 
classes. 

A smaller difference between estimated and actual 
amplitude (or head position) than obtained by the 
presented method could only be achieved by methods 
that using image information with the speaker (thus 
with very limited applicability). 

For movement generation solutions without visual 
information, in addition to excessive amplitude, a 
typical output error is that the method generates an 
amplitude close to zero for given subjects [4], [14]. 
Both types of these errors of movement generation can 
be reduced by automatic amplitude correction using 
the proposed classification method as an additional 
phase of the given solution. In addition, it can also be 
used to improve the output of solutions that use visual 
information. 

In addition to the above, a possible improvement of 
the method was analysed. If a sample satisfies the rules 
of more than one class from the 74, we can give the 
middle of the shortest of those classes’ movement 
intervals as the result. Using this method, the possible 
movement interval can be further shrunk in 14 % of the 
samples in the classes that belong to the 0-25 pixel 
movement interval group, and in 42 % of the samples 
that belong to a class in the greater-than-25-pixel 
movement group, with more than 12 pixels in both 
cases. Although the method adds an additional step to 
the amplitude scaling, it yields higher accuracy. 

2.2. Class-wide strong correlation and 
consequence 

In the case of the 42 classes with at least 10 
samples, a proportion can be found (for example 
𝑃 𝑃⁄ 𝑃⁄ ) for the class-defining samples, where the 
linear correlation between the value of the proportion 
and the movement is typically over 0.9 for the 
elements of the class. The average of this correlation 
value is 0.8758 for the 42 classes and the maximum of 
it is 0.9979. 

For example, let the sound sample with an 
unknown extent of motion belong to the class where 
the 0.9 correlation is between the movement and the 
value of 𝑃 𝑃⁄ 𝑃⁄ . In this case, the value of the 

proportion and the linear relationship gives a more 
accurate motion range estimation for that sample than 
is implied by being part of the class. 

In contrast, when examining the same properties 
after joining every two separate classes of the 
production system, the correlation value fell between 
0.03-0.1 and is typically 0.05 regarding the whole 
database. This result confirms the validity of the 
current classification, and of each of the classes within 
it.  

Ben Youssef et al. 2013 [15] have achieved 
correlations for the low number of subjects with CCA 
(Canonical Correlation Analysis) around 0.2 between 
speech and head movement features. Some researchers 
[12] earlier stated that correlation values only around 
0.07-0.08 can be found. Yehia et al. [1] reported strong 
correlation between intensity and head motion, 
however only for a low number of subjects, the 
relationship was varied from utterance to utterance, 
and the estimation of head motion from the intensity 
had worse results than the intensity estimation from the 
movement (avg. 0.37 correlation coefficient). 
Considering these results, it can be stated that a frame-
wise global correlation between speech and motion 
features is weak.  

The previous authors' correlation method 
(Canonical correlation Analysis) is different from the 
Pearson correlation that used here, and also the data as 
the maximal movement amplitude was examined in 
this study. However, the statement of weak correlation 
matches with the obtained results, as experiences in 
this research also showed that the database-wide 
general connection between basic speech features and 
motion amplitude is very weak (typically 0.05). 
However, a class-wide strong correlation is found here, 
using derived speech information. This confirms the 
usefulness of the derived sound information features 
and the classes based on them. Adding that the 
definition of additional classes would increase the 
movement amplitude estimation accuracy due to the 
characteristics of the system, while their merging 
would obviously reduce it. 

2.3. Examining the count of variables 
In order to possibly reduce the number of variables 

(that is 29 basic and derived data together), firstly two 
linear methods (Principal Component Analysis and 
maximum likelihood-based factor analysis) were 
examined. 

Since factor analysis does not introduce new 
variables without meaning but makes the interpretation 
of the original ones possible by their common factors, 
one possibility for simplifying the production rules is 
to replace their variables by the common factors. 
Besides, when writing the variables of the rules of the 
pairs that are candidates for contraction with factors, 
possible contractions can be more easily seen. 

For this purpose, factor analysis was applied to the 
classes that contain at least 7 samples. From the 
typically 4–5 variables per class, the specific variance 
was under 0.1 for maximum one variable in each class; 



6 
 

thus, a high percentage of the variable’s variance can 
be covered only in one case in every class by this 
procedure. The minimum of the per class averages of 
specific variances is 0.29, while the total specific 
variance average is 0.5367. Thus, reducing the variable 
count by factor analysis is not reasonable. 

With Principal Component Analysis, the variables 
of the classes could be covered by 1–2 principal 
components per class. However, it emerges as a 
disadvantage, that the reconstructed values would have 
a 25–100 % difference to the original (which would 
add excessive error into the system), and the procedure 
also would introduce variables without meaning as 
principal components. Thus, applying PCA to this 
system is not reasonable. 

In some nonlinear methods – GDA (Generalized 
Discriminant Analysis) [16], NPE (Neighborhood 
Preserving Embedding) method [17] and Locally 
Linear Coordination (LLC) [18] –, it was investigated 
with their usual parameters whether the movement 
measure classification could be realized from the 
sound information by applying k-means or linkage 
procedures on their output. The number of the 
dimensions were 2, 4, 6 and 8 for all three procedures. 
In the case of GDA, the additional parameter was the 
Gaussian kernel, while it was 12 neighbours for NPE. 
When using LLC – Locally Linear Coordination – the 
parameters were 12 analysers and 200 iterations. The 
evaluation criteria were Gap [19], Davies-Bouldin [20] 
and Calinszki-Harabasz [21] in all cases. The 
procedures could not manage to create separate 
movement measure classes, except for GDA 
dimension reducing followed by linkage or k-means 
grouping with silhouette or Davies-Bouldin validation. 
In these cases, with different GDA dimension 
numbers, a group formed with more than 100 samples, 
with movement measure typically under 20. However 
– in contrast to the proposed solution – this could not 
produce any classes with other separate movement 
intervals except the one mentioned, and could not 
group as many samples. 

2.4. Outlier detection 
A sample is regarded as an outlier in a class if its 

values satisfy the rule of a given class, but it does not 
belong to the movement interval of the class. For such 
samples the system would give a false movement 
amplitude estimation; that is why their automatic 
exclusion is reasonable by their features not contained 
in the class rule. To achieve this goal, and to further 
improve the above results, the following automatic 
outlier detection mechanism has been designed. 

 
Defining the rule base of the outlier detection, and 
exposition of its rules 

The classification solution cannot give an 
estimation in 217 cases from 905 samples at present. 
Regarding the other currently handled 688 samples, it 
classifies correctly in 87 percent of the cases and 
misclassifies in 13 percent (as the movement 
amplitude of the sample is smaller than 25 pixels but 

the estimated amplitude is above it, and vice versa). 
The outliers are among these samples. The above 
mentioned 13 percent misclassification ratio is without 
any outlier detection, which was reduced by the 
following outlier detection procedure. The procedure 
of the outlier detection system can be seen in Fig. 6. 

 
Fig 6. Procedure of the outlier detection 

 
At the first step, we take an A class matrix with the 

elements of  𝑚 ,𝑚 , … We supplement it with the 
𝑚𝑡 ,𝑚𝑡 , … outlier detection learning samples, which 
also satisfy the rule of the class. (From this teaching 
samples some are outliers, some are not.) Thus, a 𝐵 
matrix is constructed from every A matrix 
supplemented with an mt sample. In those matrixes, 
from the 𝑝 ,𝑝 ,… sound information values 
(properties), 10 are chosen in every possible 
combination, which constructs the matrixes labelled 𝐶 
in Fig. 6 (the names of the actually chosen 10 
properties are 𝑞1, 𝑞2,… , 𝑞10). 

In Fig. 6, which describes the procedure of the 
outlier detection, 𝑚ℎ is the Mahalanobis distance of 
𝑞1: 𝑞10 sound information property vector of m1 
column, from matrix 𝐶, where m1 is the first sample. 
Similarly, 𝑚ℎ  is the same for the second sample, etc. 
𝐸𝑢  is the Euclidean distance between 𝑞1… 𝑞10 
values of the first column of 𝐶 matrix (1st sample) and 
the same q1:q10  indexed values in the other samples. 
𝐸𝑢  is the same for the second column of matrix 𝐶, etc. 
𝑆𝑒𝑢  is 𝑠𝑡𝑑 𝑒𝑢  and 𝑚𝑠 𝑚ℎ 𝑠𝑒𝑢⁄ . 
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Fig 7. Adjusting outlier detection parameters 

 
In matrix 𝐶, the 𝑚𝑠 ,𝑚𝑠  elements what were 

obtained from the original class matrix, and the 𝑚𝑠  
element what obtained from the actual sample, 
together produce the vector 𝑀𝑆. If the 𝑚𝑠  element's 
value is the minimum or the maximum in 𝑀𝑆, then the 
given 𝑞1,… , 𝑞10 property identifiers are kept. In order 
for a given 𝑞1,… , 𝑞10 property identifier combination 
(for example 𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ,𝑝 ) 
to be regarded as valid, there are two conditions. The 
first is that from multiple classes, it is true for at least 
4 outliers that the 𝑚𝑠  element that is calculated for the 
actual element with the given 𝑞1,… , 𝑞10 combination 
is the minimum or the maximum in the 𝑀𝑆 vector 
produced by its own class. The second condition is that 
the same 𝑚𝑠  element is the minimum or maximum in 
none of the classes with the same 𝑞1,… , 𝑞10 
properties, if the sample is not an outlier. If a 
𝑞1,… , 𝑞10 combination is valid, then for every 𝑀𝑆 
vector that is calculated from this for a future test 
sample and the base samples of the class, the sample is 
regarded as an outlier if the 𝑚𝑠  element is minimum 
or maximum. 

It was examined that how many outliers can be 
covered by the method in the classes with at least 10 
elements, using the approximately 450 test samples 
that were not used in the construction of the class rules. 
The number of outliers was 29 in the classes of 
elements with movement amplitude less than 25 
pixels, and 23 in the classes of elements with 
movement amplitude greater than that (thus 29 and 23 
were the maximum detectable outliers). 

It was also investigated how the results change if 
combinations containing not 10, but 5, 7, and 12 sound 
properties chosen, and also the case when for 10 sound 
information properties the elements of the 𝑀𝑆 vector 
are calculated as 𝑚𝑠 𝑚ℎ 𝑠𝑒𝑢 𝑚ℎ⁄  instead of 
𝑚𝑠 𝑚ℎ 𝑠𝑒𝑢⁄ . 

Fig. 7 shows the optimal case from the above-25-
pixel movement measure classes regarding the outliers. 
On the horizontal axis, the number of outliers can be 
seen that are covered by the total of the combinations 
(𝑉). The vertical axis shows the numerical value of the 

requirement (𝑈) that every property combination 
should occur in at least how many outliers. In the case 
that can be seen in the figure, combinations were 
chosen from 5 sound information properties 
(𝑞1,… , 𝑞5) with 𝑚𝑠 𝑚ℎ 𝑠𝑒𝑢⁄ . We can see that 
even with the requirement – stricter than the original – 
that every property combination has to occur in at least 
15 outliers (and not occur in any of non-outliers), the 
system can cover all the 29 outliers. For the classes of 
movement measure under 25 pixels, the best result is 
also with 𝑚𝑠 𝑚ℎ 𝑠𝑒𝑢⁄ , but with 10 element 
combinations. In this case, however, the maximum 
number of outliers (here 23) could be covered with the 
expectation of the combinations occurring in 5 
outliers. 

 
4. Conclusions 

This paper introduced a method for the 
classification of vertical head movement amplitude 
measures from sound information. The advantage of 
the method is that – in contrast to other approaches – it 
does not require preliminary movement samples from 
the subject, and as a result of the nature of its creation, 
it works for universal subject. 

The classification solution at present can give an 
estimation for the maximal movement amplitude in 76 
percent of the samples from the sound alone. This 
percentage – in contrast to pre-trained methods – can 
be further increased by defining new classes that 
contain the uncovered parts of the space, and the 
accuracy of the estimation can be enhanced by 
defining smaller movement interval classes. For the 
cases where the classification method can currently 
provide estimation, the solution gives a good 
estimation in 87 percent without any outlier detection. 
In order to improve this further, a unique outlier 
detection procedure was also developed and presented 
that further enhanced this as shown (with the 
possibility to increase the correct estimation rate to 
even 100 percent).  

The paper described the procedure, the necessary 
sound information extraction, the method of 
generating the classes and the properties of the groups, 
drawing the reader's attention to the high sound-
motion correlation values available within the classes, 
which offer further possibilities. The comparison of 
the procedure with other solutions, its effectiveness 
and the aforementioned improvements are also 
discussed in the paper. 

A possible approach to the further improvement of 
the classification solution presented is classifying to 
the shortest movement interval class in the case of 
multiple class membership.  

The proposed classification method can improve 
the naturalness of the outputs of head movement 
generation methods in a large proportion of cases, by 
giving a possibility of a final phase amplitude 
correction based on the classification. 
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Appendix 
 
Table 1 Extracted sound properties 

𝑃  𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛  

𝑃  𝑣𝑎𝑟 𝐹𝐹𝑇 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦  

𝑃  ∑ |𝑎𝑚𝑝 𝑎𝑚𝑝 |

𝑁𝑜. 𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠
 

where: 

𝑎𝑚𝑝
∑ 𝑤𝑎𝑣𝑒

2𝑟 1
, 𝑟 11 

𝑃  ∑ |𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 |

𝑁𝑜. 𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠
 

𝑃  ∑ |𝑝𝑖𝑡𝑐ℎ 𝑝𝑖𝑡𝑐ℎ |

𝑁𝑜. 𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠
 

𝑃  𝑐𝑟𝑜𝑠𝑠𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛  

𝑃  𝑃 𝑃 𝑃 𝑃 𝑃
5

 

𝑃  𝑃 ∗ 200 

𝑃  𝑣𝑎𝑟 𝐹𝐹𝑇 𝑎𝑚𝑝  

𝑃  𝑣𝑎𝑟 𝐹𝐹𝑇 𝑝𝑖𝑡𝑐ℎ  

𝑃  𝑃
𝑃

 

𝑃  𝑃 ∗ 100
𝑃

 

𝑃  𝑃
𝑃

 

… … 

𝑃  𝑣𝑎𝑟(amp) 

𝑃  𝑠𝑡𝑑(amp) 

𝑃  𝑣𝑎𝑟(intensity) 

𝑃  𝑠𝑡𝑑(intensity) 

𝑃  𝑃
𝑃

∗ 1000 

𝑃  𝑃
𝑃

 

𝑃  𝑃
𝑃

 

𝑃  𝑃
𝑃

 

𝑃  𝑃
𝑃

 

𝑃  𝑃
𝑃

 

𝑃  𝑃 ∗ 10
𝑃

 

𝑃  𝑃 ∗ 10
𝑃

 

𝑃  𝑃 𝑃 , 

𝑃  𝑃
𝑃

 

𝑃  𝑃 /𝑃 𝑃⁄ 𝑃⁄ 2 

𝑃  
𝑃

𝑃
𝑃 ∗ 100

 

 
 
 


