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Abstract 

Recently, medical databases have expanded rapidly, and the amount of information is huge. 
This abundance of data appears as a consequence of the new technologies that have been 
developed in the medical field and that allow easy data collection. The performance of the 
technique depends on the input data and available resources. Whereas, in Eclat the repeated 
scanning of the database is eliminated and consumes less time and we can conclude that 
Eclat is better than Apriori and Fpgrowth. If we refer to the execution time and memory 
usage, then the FP-Growth algorithm is more efficient than the Eclat algorithm or the 
Apriori algorithm. If we consider factor other than time, the result may vary from one factor 
to another. 
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1. Introduction 

Recently, medical databases have expanded 
rapidly, and the amount of information is huge. This 
abundance of data appears as a consequence of the new 
technologies that have been developed in the medical 
field and that allow easy data collection. Obtaining 
these large databases (big data) has opened up many 
research opportunities by analyzing the correlations in 
these large databases [1]. 

Big data represents a series of very large and 
complex data but which have a varied structure and 
confers a difficulty in handling these data and finding 
certain results [2,3]. 

Due to this large volume of data, which expands 
rapidly, information is continuously retrieved and 
there is a problem related to the storage of this data. 
The problem with these large data sets is finding useful 
information and identifying correlations between 

variables. Affiliation rules (mining of affiliation rules), 
which is an innovative method, are one of the most 
efficient ways to perform some processing and 
possibilities of identifying the functionality of the 
collected data [4]. 

The main problem in large medical data sets is 
primarily the identification of frequent measurements 
or those that provide information related to cross-
presentations [4]. 

Finding data that have frequent sets of items from 
a set of transactions is a method found in many market 
studies that allows identifying the products that are 
most frequently bought [5]. This method of identifying 
the most frequent data sets can also be applied in 
medicine. 

The most frequent algorithms used in such studies 
that also allow the identification of various related sets 
are Apriori, Fpgrowth and Eclat algorithms. 
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Data analysis is a very important element in 
scientific research because it allows the classification 
but also the analysis of data connections with the help 
of methods of grouping, arranging, waiting, learning, 
affiliation, etc. [6]. 

The medical data that we want to analyze with 
these algorithms allow the identification of an exact 
result for the purpose of research, but also a speed of 
execution as high as possible [7]. 

 
2. Methodology  

We have proposed various techniques for the 
analysis of frequent data so that we have an efficiency 
of association rules. The data analyzed were medical 
data from a questionnaire applied to identify the health 
status of the patients. Data filled in the questionnaire 
are both quantitative and qualitative data. These data 
analyzes were carried out by extracting data with the 
help of horizontal layouts using the Apriori algorithm 
and vertical layout using the Eclat algorithm. 

 
3. Results  

The Eclat algorithm 
Eclat is an acronym for equivalence class grouping 

and bottom-up network traversal. The algorithm is 
well known as the basic algorithm for Frequent Itemset 
Mining [8]. It was first proposed by Zaki et al in 1997 
[9]. The algorithm checks the vertical database and the 
bottom-up technique to find the elements [10]. The 
algorithm uses the depthfirst search method with the 
advantage of the vertical layout for the database 
representation, where each item is denoted by a set of 
transaction IDs (called a tidset). The algorithm is 
implemented by intersecting itemset elements, and no 
counting support is needed, since the support of an 
itemset is annotated by the size of the itemset [1]. 

Considering the possibility of improving the Eclat 
algorithm, several variants were created. The 
traditional Eclat algorithm is known as tidset. The 
other 3 variants are as follows: 

• Diffset: In addition to using tidsets, the 
algorithm uses the difference of tidsets (known 
as diffsets). The diffset approach will result in 
a lower cardinality of itemsets. Therefore, the 
speed of the intersection process can be 
improved with less memory consumption 
[11,12]. 

• Sortdiffset: Sortdiffset combines the tidset and 
diffset approach, then sorts the diffset in 
descending order. This approach is 
intentionally used to eliminate checking during 
the switch condition and changing the tidset to 
the diffset format. This approach is applicable 
to both sparse and dense databases [13]. 

• Postdiffset: The postdiffset approach starts with 
the tidsets process for the first level loop, then 
moves to the diffset approach for the second 
level forward [1]. 

 
An improvement to the Eclat algorithm has been 

proposed, which uses an incremental approach called 
Incremental-Eclat (i-Eclat). This improvement of the 
algorithm was applied to use a dynamic database in 
MySQL, incremental extraction is established for 
itemsets [11]. 

The benefit of these improvements to the 
incremental Eclat algorithm aims to generate a lower 
number of transactions during the Frequent Itemet 
Mining (FIM) process, as well as consume more time 
for execution. The algorithm is called Fast Incremental 
Eclat (Fi-Eclat). Through the incremental database 
concept, it has been improvised by adding more 
features in Fi-Eclat. 

These new features include adding a filter to the 
null or empty value removed from the itemset, adding 
the minimum confidence threshold (MinConf) as 
cutoff criteria instead of using the minimum support 
threshold (MinSupp) as the main criteria for candidate 
itemset selection , using a text file to store transactions 
to reduce memory usage [1]. 

In checking the competitor's age, each k-item 
requester is created from two 𝑘 − 1 − 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠 and 
then the aid is calculated, assuming that its aid is less 
than the limit, it will be removed, otherwise it is set and 
continuous. used to produce 𝑘 + 1 − 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠. 
Because the ECLAT algorithm uses bottom-up design, 
checking the dataset is sometimes unpleasant. The 
applicant's age is definitely a hunt in the inquiry tree 
[4]. 

 
The Apriori algorithm 
This is the most classical and important algorithm 

for extracting frequent sets of items from a database. 
Thus this algorithm is used to find all sets of frequent 
items in a given database. The key idea of the Apriori 
algorithm is to make multiple passes over the database. 
The Apriori algorithm is quite dependent on the 
Apriori property which states that "All non-empty 
itemsets of a frequent itemset must be frequent". He 
also described the anti-monotonic property which says 
that if the system cannot pass the minimum support 
test, all its supersets will fail the test. The Apriori 
algorithm follows the following phases [14]: 
• Generation phase: In this phase, candidate 

itemset (k+1) is generated using k-itemset, this 
phase creates candidate itemset Ck. 

• Pruning phase: In this phase, the candidate set is 
pruned to generate a large set of frequent items 
using “minimum support” as the parameter cut. 
This phase creates Lk set of large items. 

• These disadvantages can be minimized by 
applying techniques for: 

• Reduced transaction database scan passes 
• Reducing the number of candidates 
• Facilitates candidate count support 

Apriori is a classic algorithm used for frequently 
mining datasets and learning association rules in 
transactional databases. The a priori algorithm is 
because the algorithm uses prior knowledge of 
frequent properties of itemsets [15]. This technique 



34 
 

uses the property that any subset of a large itemset 
must be a large itemset. Apriori generates candidate 
itemsets by merging large itemsets from the previous 
pass and deleting those subsets that are small in the 
previous pass without considering database 
transactions. 

An association rule is valid if its confidence and 
support are greater than or equal to the corresponding 
threshold values. Apriori uses an iterative approach 
known as level search, where k itemsets are used to 
explore (k+1) itemsets [4]. 

 
The FP Growth Algorithm 
This is another important frequent pattern 

extraction method that generates a set of frequent items 
without candidate generation. It uses a tree-based 
structure. The problem of the Apriori algorithm was 
solved by introducing a new, compact data structure 
called a frequent pattern tree or FP tree, and then based 
on this structure, a FP tree-based pattern fragment 
growing method was developed. 

Constructs the tree of frequent conditional patterns 
and the base of conditional patterns from the database 
that satisfy the minimum support. FP-growth tracks the 
set of competing elements [4]. 

The FP tree is built in two passes [4]: 
Step 1: Scan the data and count support for each 

item 
• Drop rare items 
• Sort frequent items in descending order based 

on their support 
Step 2: Read one transaction at a time and map it to 

the tree 
• Fixed order is used so that the path can be 

shared 
• Pointers are maintained between nodes that 

contain the same elements 
• Frequent items are drawn from the list. He 

suffers from certain 
Disadvantages: 

• Fp tree may not fit in main memory 
• Execution time is high due to complex compact 

data structure. 
 
The Hopfield model 
This algorithm is more complex than the 

previously presented ones.Hopfield neural networks 
are a particular kind of recurrent neural networks 
(RNN), for this reason, we may refer to them as 
Hopfield RNN. Hopfield RNN have several 
applications, [16]. 

Among others, these neural networks can be used 
as storage devices capable of storing patterns, and can 
model “associative memory”. The general concept in 
this applications is that the attractor states of these 
neural networks can be considered as stored 
patterns[17]. 

Extensive research has been devoted to enable the 
computing and functional applications of small-world 
neural network as a major candidate for functional 

approximation [18], early detection of diseases [19], 
associative memory [20], and so forth. 

 
4. Discussion  

Identifying datasets from large databases is a 
current research field, the frequent exploitation of item 
sets still faces a lot of challenges and problems that 
could lead to many issues that need to be discussed for 
further improvements. Since this research is based on 
only one type of data, an extension of future work 
could be performed on more types of data format, such 
as audio, video, and images. It can also be further 
studied on the database multiple number system. 

Zaki (2000) [21] developed the Eclat algorithm 
which scans the dataset only once. Unlike the Apriori 
and FP-Growth algorithms, the Eclat algorithm uses a 
vertical dataset and a depth-first search approach. The 
only support value is calculated in the Eclat algorithm. 
After calculating the support value for all items, they 
are compared to the minimum support value. Items 
with a support value greater than or equal to the 
minimum support value are generated in frequent item 
sets. Zhang et al. (2021) [22] suggested that the Eclat 
algorithm takes less time and is therefore more 
efficient. However, since this algorithm has to save 
sets of items repeatedly, it needs more memory space. 

The Apriori algorithm has a peculiarity for the way 
in which the elements are coded, thus having an impact 
on the execution time compared to the Eclat algorithm. 
The reason is that item encoding does not only affect 
the number and size of gaps in counter vectors for 
Apriori. Sorting articles usually leads to better 
structure. For sorting, there are practically the same 
options for Apriori and Eclat [5]. 

Eclat is a kind of frequency setting algorithm that 
uses vertical data pointing. Apriori must scan the 
database repeatedly. However, Eclat only needs to 
scan the database twice and thus to FP-Growth. But 
FP-Growth must recursively build a new FP tree and 
launch the original FP tree. In some cases, the FP-
Growth algorithm has very poor efficiency. Eclat 
calculates the degree of support of the itemset by 
computing the intersection of Tidset. The intersection 
operation is the main operation of Eclat. So there is no 
need to build and scan the complex data structure 
repeatedly. This paper proposes a kind of improved 
Eclat algorithm, Eclat+. Compared to Eclat, before 
calculating the degree of support of the candidate sets, 
Eclat+ first detects the degree of support. When the 
candidate set is a potentially frequent set, Eclat+ 
performs the intersection operation. [23] 

The Apriori algorithm runs slower than Eclat, 
resulting in more time needed to generate the 
association rules. Apriori's performance is slower but 
requires more computing power compared to Eclat's 
performance, especially when lowering the minimum 
support threshold to which the algorithms are applied 
[24]. 

For identifying various patterns in the dataset, we 
can opt to avoid using Apriori in favor of faster 
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association rule extraction algorithms. A shorter time 
to apply the Eclat algorithm can be partly explained by 
the fact that it tends to generate fewer rules than the 
Apriori algorithm. Comparing the distribution of the 
number of rules generated by the two algorithms for 
the number of articles per association rule, it was 
possible to observe how Eclat tends to generate 
association rules with fewer articles compared to 
Apriori [25]. 

According to some authors [26] the Apriori 
algorithm is an iterative approach known as level 
search. It is subject to repeated data scans. The ECLAT 
algorithm supports the "Depth First Search" strategy 
and requires the generation of a set of candidate 
elements. It does not require scanning the database 
every time. The FP-growth algorithm adopts the 
"Divide and Conquer" method and does not require the 
generation of a set of candidate elements. It is not 
subject to repeated data scans. 

Authors have performed tests to evaluate the 
execution time. According to them [26] based on the 
evaluation of the experimental results of the 
performance characteristics such as running time and 
memory usage, it is shown that the performance of the 
FP-Growth algorithm is better than the Apriori and 
ECLAT algorithms. 

 
5. Conclusions 

Frequent pattern mining is an important task in 
extracting association rules. It has been found useful in 
many applications such as market basket analysis, 
financial forecasting and medical data, etc. In the 
classic algorithms like Apriori and Fpgrowth we use 
horizontal data shapes and here it consumes more time 
because we have to scan the database multiple times. 

The performance of the technique depends on the 
input data and available resources. Whereas, in Eclat 
the repeated scanning of the database is eliminated and 
consumes less time and we can conclude that Eclat is 
better than Apriori and Fpgrowth. Here we only 
consider time as a factor. If we consider factor other 
than time, the result may vary from one factor to 
another. 
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