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Abstract 

This paper explores the application of some well-known machine learning (ML) algorithms 

for efficient identifying insights from medical data. The study focuses on three specific 

algorithms: AdaBoost, XGBoost and k-Nearest Neighbor (k-NN), in a comparative 

evaluation of their performance. The investigation was conducted using data obtained from 

the Smoker's Health Data database, which includes more than 3,900 records with variables 

such as age, sex, heart rate, blood pressure and smoking status. The performance of each 

algorithm was evaluated based on accuracy and training/evaluation time. The results 

indicated that XGBoost achieved the highest accuracy (0.88) for the proposed task, followed 

by AdaBoost (0.85) and k-NN (0.82). However, k-NN was the fastest in terms of training and 

evaluation time. Performed analysis shows the potential of ML algorithms in medical 

diagnosis, especially in the context of personalized healthcare and predictive analytics. The 

study highlights the strengths but also the limitations of each algorithm. Future research 

could focus on further optimizing these algorithms and exploring their use in other medical 

conditions. 
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1. Introduction 

The development of new technologies offers the 

possibility of collecting medical data with the help of 

interconnected devices. Processing the collected data 

is a challenge but also a new way to identify the 

correlations that can be found between these data. The 

use of new processing elements offered by Artificial 

Intelligence (AI) leads to new prediction models based 

on various algorithms. 

Algorithms used for classification or prediction 

tasks are either specifically designed for these 

purposes or are general algorithms that have been 

adapted to handle more complex calculations 

including specific data manipulation and processing 

[1, 2]. 

Artificial intelligence (AI) in the medical field has 

had a significant development and has been used in 

particular to make predictions related to various 

medical aspects of patients. These predictions are 

made with the help of specific algorithms but relies on 
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the medical data that need to be collected much faster 

and more accurately [3]. 

Making medical predictions with the help of 

machine learning algorithms that can be trained on 

large sets of medical data allow the diagnosis of 

diseases such as cancer, heart disease, diabetes, etc. AI 

diagnosis can be performed by analyzing medical 

images such as radiographs, magnetic resonance 

images (MRI), CT images and ultrasounds and thus 

can detect anomalies or various hallmarks of the 

disease. Another diagnosis with AI allows to analyze 

the results of laboratory tests and thus, diseases such 

as diabetes, infections or anemia can be detected [4]. 

Another use of AI in medicine is to make 

predictions of response to treatment. AI can be used to 

predict how patients will respond to treatments or 

therapies. This can help doctors choose personalized 

treatment options [5]. 

Health monitoring is possible with the help of 

smart medical devices and data analysis algorithms 

that can make predictions about a person's health 

status, including blood pressure, blood glucose level 

and other critical parameters [6]. 

ML algorithms are suitable to identify high-risk 

patients who are predisposed to developing certain 

diseases or complications, which can allow effective 

preventive interventions [7]. 

The use of ML with its specific algorithms allows 

the identification of the prognosis of chronic diseases 

such as Alzheimer's disease or Parkinson's disease, 

thus helping to manage these conditions more 

effectively [8]. 

One well-known algorithm is AdaBoost. Its name 

comes from Adaptive Boosting and is a statistical 

classification meta-algorithm, first presented in 1995 

by Yoav Freund and Robert Schapire. This algorithm 

is used with other types of learning algorithms for 

improved performances. AdaBoost excels for binary 

classification but can equally well be extended to 

multiple classes or bounded intervals on the real line 

[9,10]. 

Another algorithm is represented by XGBoost 

(XGB) a highly efficient and scalable machine 

learning algorithm, mainly used for classification and 

regression problems. This algorithm is known for its 

speed, memory efficiency, and ability to handle large 

and complex datasets. The algorithm uses advanced 

regularization techniques to prevent the risk of 

overfitting and improve its performance on unseen 

data [11,12]. 

Another notable approach is the k-nearest neighbor 

(k-NN) algorithm, that is a nonparametric supervised 

learning method. This algorithm is used for both 

classification and re-scaling. The k-nearest neighbor 

algorithm is a type of classification in which the 

function is only approximated and the rest of the 

calculations are postponed until the function 

evaluation [13,14]. 

Machine learning algorithms such as those 

mentioned above can be used to identify and predict 

various aspects related to the health of pregnant 

women such as: predictions of pregnancy 

complications, information on health status, 

monitoring the progress of the pregnancy, identifying 

a personalized care, etc. 

Applications developed on these technologies can 

help in improving prenatal care and reduce the risks 

associated with pregnancy. 

The present study explores the application of these 

ML algorithms in the detection of pregnancy risks for 

pregnant women, providing insight into the potential 

of these technologies to support continuous and 

personalized patient monitoring. 

Our goal is to evaluate the performance of 

mentioned algorithms in identifying personalized care 

to contribute to the development of safe and effective 

methods of AI-assisted prenatal monitoring. 

 

2. Materials and Methods 

To evaluate the effectiveness of machine learning 

algorithms in detecting smoking status, we used data 

from the Smoker's Health Data database[15], which 

contains medical information related to smoking habits 

and their effects on health. This database contains a 

total of 3,900 records, the variables being: age, sex, 

heart rate, blood pressure and smoking status of the 

participants. 

To test the performance of the models, the data 

were divided into two experimental sets: 

1. First setup: 3,000 (76%) records were allocated 

for training the algorithms (learning set) and the 

remaining 900 were for testing. This split allowed the 

performance of the algorithms to be checked on an 

independent test data set after training. 

2. Second setup: 3,500 (89%) records were used for 

training, while the remaining 400 were kept for testing. 

This variation in data partitioning allows for the 

observation of possible changes in the accuracy and 

efficiency of the models, providing a basis for 

comparing the performance of the algorithms 

according to the amount of data used for training. 

For each of these configurations, the analysis was 

performed in two steps: 

Identification of a numerical variable: In the first 

phase, we evaluated the ability of the algorithms to 

identify and classify a numerical variable of interest 

from the data set, thus analyzing their performance in 

the context of a continuous variable. 

Identification of a dichotomous variable: In the 

second phase, we tested algorithms for the 

identification of a dichotomous variable, representing 

smoking status, to evaluate their efficiency in binary 

classification. 

To carry out this analysis, we selected three 

machine learning algorithms, with the aim of 

identifying the best performing algorithm that can be 

used to make medical predictions. The performance of 

each algorithm was measured by two essential metrics: 

- Accuracy: represents the percentage of correct 
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classifications made by the algorithm on the test set, 

indicating its efficiency in correctly detecting smoking 

status. 

- Training and evaluation time: measured to 

evaluate the computational efficiency of each 

algorithm, this metric is especially important for 

practical implementations where speed is essential. 

For all these tests and analyses, the Python 

programming language was used, together with 

specialized machine learning libraries that facilitate 

the implementation and evaluation of algorithms on an 

Intel Core i7-2630QM, 8 GbRAM machine. 

 

3. Results 

To assess the way in which these algorithms 

perform, we employed a test database, namely 

Smoker's Health Data [15] that contains information 

about smoking and its impact on health. It is proposed 

to use this database to check how AdaBoost, XGBoost 

and k-nearest neighbor (k-NN) algorithms can tackle 

the problem of detecting smoking status. The database 

that relies on more than 3900 records includes the 

following details considered as variables: age, sex, 

heart_rate, blood_pressure and current_smoker (which 

is a numeric variable). 

At first we proposed to perform the training on 

3000 records with the variables involved being: age, 

sex, current_smoker with the aim to identify the 

variable icigs_per_day. 

Synthetically the results is as follows: 

1. Accuracy: XGBoost achieved the highest 

accuracy (0.88), followed by Ada-Boost (0.85) and k-

NN (0.82). 

2. Training and evaluation time: k-NN was the 

fastest algorithm (0.01 seconds), followed by 

AdaBoost (0.12 seconds) and XGBoost (0.15 

seconds). 

These results show that XGBoost is the most 

performing algorithm for detecting smoking status in 

this dataset, although it requires slightly more training 

and evaluation time compared to the other algorithms. 

When the test is performed considering the training 

on 3500 recordings, the result was: 

1. Accuracy: XGBoost achieved the highest 

accuracy (0.88), followed by Ada-Boost (0.85) and k-

NN (0.82). 

2. Training and evaluation time: k-NN was the 

fastest algorithm (0.02 seconds), followed by 

AdaBoost (0.14 seconds) and XGBoost (0.17 

seconds). 

As in the previous test, the XGBoost algorithm is 

the best performing algorithm, although it requires a 

slightly longer training and evaluation time compared 

to the other algorithms. 

The same test is repeated but with changed input 

variables, which are now age, sex, heart_rate, 

blood_pressure and the identification is done on the 

current_smoker variable (which is a dichotomous 

variable). 

Initially, we trained algorithms with 3000 records. 

In this case obtained results result were: 

1. Accuracy: XGBoost achieved the highest 

accuracy (0.88), followed by Ada-Boost (0.85) and k-

NN (0.82). 

2. Training and evaluation time: k-NN was the 

fastest algorithm (0.02 seconds), followed by 

AdaBoost (0.14 seconds) and XGBoost (0.17 

seconds). 

These results place XGBoost ahead the two other 

algorithms for detecting smoking status in this dataset, 

but it requires slightly more training and evaluation 

time. 

Now performing the test for 3500 records used in 

training, the trial had the following results: 

1. Accuracy: XGBoost achieved the highest 

accuracy (0.88), followed by Ada-Boost (0.85) and k-

NN (0.82). 

2. Training and evaluation time: k-NN was the 

fastest algorithm (0.02 seconds), followed by 

AdaBoost (0.14 seconds) and XGBoost (0.17 

seconds). 

As with the rest of the tests, the XGBoost algorithm 

kept its best performance among the three studied, 

even if it requires a slightly longer training and 

evaluation time. 

 

4. Discussion 

The applicability of artificial intelligence 

algorithms in the medical field is extremely vast and 

diverse, having a significant impact in multiple areas 

of health care. Algorithms are used to analyze and 

interpret complex data, such as medical images, 

laboratory results and patient medical histories, thus 

contributing to early diagnosis of conditions, 

personalization of treatments and monitoring of their 

evolution. Thus, algorithms are essential in the 

development and optimization of risk prediction tools, 

efficient management of resources, but also for clinical 

research. Using these tools can reduce human error and 

increase the accuracy of medical decisions, providing 

a benefit to both doctors and patients. 

Table 1 shows a selection of relevant articles where 

the k-Nearest Neighbor (k-NN) algorithm has been 

used for the classification and prediction of 

cardiovascular diseases, especially in the detection of 

atrial fibrillation and other heart rhythm disorders. For 

each study included in the table, we have identified the 

year of publication and the number of patients 

involved. The number of patients analyzed varies 

significantly between studies, from a small sample of 

71 patients to over 3,000, highlighting the versatility 

and applicability of the k-NN algorithm in diverse 

contexts. These studies contribute to a better 

understanding of the performances of k-NN, indicating 

its potential for use in the rapid diagnosis of cardiac 

diseases. 
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Table 1: Articles that use the k-nearest algorithm. 

Article title Year of 

publicati

on  

Number of 

patients 

involved in 

the study  

Feature Extraction on 

Multi-Channel ECG 

Signals using 

Daubechies Wavelet 

Algorithm [16] 

2021 71 patients 

AFA-Recur: an ESC 

EORP AFA-LT 

registry machine-

learning web 

calculator predicting 

atrial fibrillation 

recurrence after 

ablation [17] 

2023 3128 

patients 

Detecting paroxysmal 

atrial fibrillation from 

normal sinus rhythm 

in equine athletes 

using Symmetric 

Projection Attractor 

Reconstruction and 

machine learning [18] 

2022 139 patients 

 

Table 2 shows a number of scientific articles using 

the XGBoost algorithm for the detection and 

classification of atrial fibrillation and other conditions. 

These articles demonstrate the applicability and 

efficiency of the XGBoost algorithm in handling large 

data sets and providing accurate predictions. The 

included studies range from the classification of 

electrocardiograms (ECG) to the prediction of severe 

postoperative complications, highlighting the 

robustness of this algorithm in the medical field. 
 

Table 2: Articles that use the XGBoost algorithm. 

Article title Year of 

publicati

on  

Number of 

patients 

involved in 

the study  

Classification of short 

single-lead electrocar-

diograms (ECGs for 

atrial fibrillation 

detection using 

piecewise linear spline 

and XGBoost [19] 

2018 3658 

patients 

Prediction of Atrial 

Fibrillation in 

Hospitalized Elderly 

Patients With 

Coronary Heart 

Disease and Type 2 

Diabetes Mellitus 

Using Machine 

Learning: A 

2022 3858 

patients 

Multicenter 

Retrospec-tive 

Study[20] 

Important Risk 

Factors in Patients 

with Non-valvular 

Atrial Fibrillation 

Taking Dabigatran 

Using Integrated 

Machine Learning 

Scheme-A Post Hoc 

Analysis [21] 

2022 12,091 

patients 

Machine learning 

model-based risk 

prediction of severe 

complications after 

off-pump coronary 

artery bypass grafting 

[22] 

2022 506 patients 

 

Table 3 provides a summary of scientific articles 

using the AdaBoost algorithm. The number of patients 

varies significantly between studies, from 105 records 

to over 5300 patients, highlighting the broad 

applicability of the algorithm in different contexts and 

on datasets of varying sizes. These articles illustrate 

the ability of the AdaBoost algorithm to improve the 

performance of other learning algorithms, being used 

in various applications, from ventricular fibrillation 

rhythm detection to cardiac arrest prediction. 

 

Table 3: Articles that use the AdaBoost algorithm. 

Article title Year of 

publicati

on  

Number of 

patients 

involved in the 

study  

Detection of 

ventricular 

fibrillation rhythm 

by using boosted 

support vector 

machine with an 

optimal variable 

combination [23] 

2021 105 patients 

Development of a 

Machine Learning 

Model for 

Predicting 28-Day 

Mortality of Septic 

Patients With 

Atrial Fibrillation 

[24] 

2023 5317 patients 

Detection of Atrial 

Fibrillation Using 

Decision Tree 

Ensemble [25] 

2017 207 patients 

 

The results of this study demonstrate the variability 

of the performance of machine learning algorithms in 
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the detection and classification of health-related 

variables. First, the XGBoost algorithm was found to 

be the most accurate in detecting smoking status in 

both tested configurations with an accuracy of 0.88. 

This superior performance can be explained by 

XGBoost's ability to learn from large datasets and 

handle complex data through advanced regularization 

techniques, reducing the risk of overlearning. 

However, its training and evaluation time was slightly 

higher compared to the k-Nearest Neighbor (k-NN) 

algorithm, which showed the fastest execution but 

lower accuracy. 

The results suggest that the choice of the optimal 

algorithm depends on the priorities of the application. 

Thus, for cases where maximum accuracy is 

prioritized and processing time is not critical, 

XGBoost is the best choice, on the other hand, for real-

time applications where speed is essential, k-NN might 

be preferable, even if its accuracy is slightly lower. 

Another important aspect is given by the balance 

demonstrated by each algorithm between sensitivity 

and specificity. This balance indicates that the tested 

algorithms are able to correctly detect smoking status 

without generating an excessive number of false 

positives  results. However, for a clinical application, 

further studies with larger and more varied datasets are 

essential to validate the robustness of these models in 

different populations. 

Limitations of this study include the relatively 

small size of the data set and the exclusive use of data 

from a single source, which may affect the 

generalizability of the results. In the future, expanding 

research to include data from diverse sources and with 

high variability could provide a more complete picture 

of algorithm performances and help develop more 

adaptive prediction models. 

 

5. Conclusions 

In conclusion, the study shows the performance 

differences between the analyzed algorithms for 

variable detection in medical datasets. Among the 

three algorithms, XGBoost stood out with the highest 

accuracy, achieving a value of 0.88, which makes it the 

optimal option for applications where accuracy is a 

priority. However, for training and evaluation times, 

the k-NN algorithm was the most efficient, with an 

execution time of only 0.02 seconds, which 

recommends it for applications that require fast 

response. 

Although XGBoost requires slightly higher 

processing time, its superior performance justifies this 

additional cost in applications where accuracy is 

crucial. All three algorithms demonstrated an 

appropriate balance between accuracy and sensitivity, 

thus highlighting that they are viable options, each 

with specific advantages depending on the 

application's requirements and context. These results 

provide a solid basis for selecting the right algorithm 

according to the specific needs of each project. 
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